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● Smart homes, powered by the Internet of Things, offer great convenience
● The abnormal behaviors pose substantial security risks within smart homes

l Improper operations by users
l Attacks from malicious attackers

Background1



Problem Definition2

● User Behaviors Sequence (UBS) anomaly detection in smart homes
● Given a behavior sequence s, detecting whether there are anomalies in sequences.
● Because there are fewer abnormal behaviors, unsupervised models are adopted.

● 6thSense  [1]  ut i l izes  Naive  Bayes  to  detect  mal ic ious  behavior assoc iated with sensors  in  smart  homes .
● Aegis [2]  ut i l izes  a  Markov Chain-based machine  learning technique to  detect  mal ic ious  behavior in  

smart  homes .
● ARGUS[3]  des igned an Autoencoder based on Gated Recurrent  Units  (GRU) to  detect  IoT inf i l trat ion 

attacks .

[1] {6thSense}: A context-aware sensor-based attack detector for smart devices (USENIX Security 17)
[2] Aegis: A Context-Aware Security Framework for Smart Home Systems (ACSAC ’19)
[3] ARGUS: Context-Based Detection of Stealthy IoT Infiltration Attacks (USENIX Security 2023)



● Behavior imbalance leads to challenges in learning the semantics of these behaviors
● Some behaviors, which occur frequently in similar contexts, can be easily inferred, 

while others that rarely appear or manifest in diverse contexts can be more challenging 
to infer.

Challenge #13

https://github.com/xjywhu/SmartGuard 

https://github.com/xjywhu/SmartGuard


Challenge #23

● Temporal context plays a significant role in abnormal behavior detection
● Timing and duration of user behaviors is overlooked by existing solutions



● Noise behaviors in user behavior sequences interferes model’s inference
● 1) active behaviors, e.g.,  suddenly deciding to “turn on the network audio” to listen to 

music; 2) passive behavior from devices, e.g.,  the “self-refresh” of the air purifier 

3 Challenge #3



● We propose SmartGuard:
● A novel approach for accurate user behavior anomaly detection in smart homes

● Idea #1: Loss-guided Dynamic Mask Strategy (LDMS)
● To mask the behaviors with high reconstruction loss
● To promote the model’s learning of infrequent hard-to-learn behaviors

● Idea #2: Three-level Time-aware Position Embedding (TTPE)
● To integrate temporal information into positional embedding for detecting 

temporal context anomalies.
● Considering order-level, moment-level and duration-level information.

● Idea #3: Noise-aware Weighted Reconstruction Loss (NWRL)
● To assign distinct weights to routine behaviors and noise behaviors, thereby 

mitigating the impact of noise behaviors. 

Overview4



Solution: SmartGuard4



Loss-guided Dynamic Mask Strategy5

● Preliminary experiment： 1) without mask; 2) random mask; 3) top-k loss mask

● Conclusion: 1) the model without mask shows the fastest convergence trend, 
whereas the loss of the model with mask fluctuates. 2) the model with top-𝑘
loss mask strategy shows lowest variance towards the end of training



Loss-guided Dynamic Mask Strategy5

● Method:
● First, we encourage the model to learn the relatively easy task to accelerate 

convergence, i.e., behavior sequence reconstruction without mask.
● Then, top-k loss mask strategy are adopt to encourage the model to learn 

the hard-to-learn behaviors with high reconstruction loss.



Three-level Time-aware Positional Encoder6

● Three-level Time-aware Positional Encoder
● Order-level:

● Moment-level: hour of day, day of week
● Duration-level: 

● Positional Encoder:



Noise-aware Weighted Reconstruction Loss7

● Noise-aware Weighted Reconstruction Loss



Datasets8

● We use three real-world datasets to evaluate SmartGuard
● SP/FR from public dataset, AN collected by ourselves.
● Datasets are split into training/validation/testing with a ratio of 7:1:2.
● 10 types of anomaly behaviors



Datasets9

● Testbed
● Three volunteers were recruited to simulate the typical daily activities of a 

standard family, assuming the roles of an adult male, an adult female, and a 
child. The experimental platform comprises a comprehensive selection of 36 
popular market-available devices



Baselines and Evaluation Metrics10

● Baselines: we compare SmartGuard with 8 competitors
● Local  Outi ler Factor (LOF) 
● Isolation Forest  (IF) 
● 6thSense uti l izes Naive Bayes to detect  malicious behavior
● Aegis uti l izes a Markov Chain-based technique to detect  malicious behavior.
● OCSVM
● Autoencoder
● ARGUS designed an AE based on Gated Recurrent Units  to detect  IoT infi l tration attacks.
● TransformerAutoencoder (TransAE) uses self-attention mechanism in the encoder and decoder 

to achieve context-aware anomaly detection.

● Evaluation Metrics:
● Precision,  Recall ,  F1-Score
● False Posit ive Rate,  False Negative Rate



Questions11

● RQ1 (Performance). Compared with other methods, does SmartGuard achieve 
better anomaly detection performance?

● RQ2 (Ablation study). How will model performance change if we remove key 
modules of SmartGuard?

● RQ3 (Parameter study). How do key parameters affect the performance of 
SmartGuard?

● RQ4 (Interpretability study). Can SmartGuard give reasonable explanations for 
the detection results?

● RQ5 (Embedding space analysis). Does SmartGuard successfully learn useful 
embeddings of behaviors and correct correlations between device controls and 
time?



Experimental Results12

● RQ1:Compared with other methods, does SmartGuard achieve better performance?

● A1: SmartGuard can outperform competitors in many situations.



Experimental Results12

● RQ2: How will model performance change if we remove key modules of 
SmartGuard?

● A2: Each component of SmartGuard has a positive impact on results. The 
combination of all components brings the best results, which is much better than 
using any subset of the three components.



Experimental Results12

● RQ3: How do key parameters affect the performance of SmartGuard? 

● A3: SmartGuard achieves the optimal performance when 𝑟 = 0.4 and 𝑁 = 5.



Experimental Results12

● RQ3: How do key parameters affect the performance of SmartGuard? 

● A3: SmartGuard achieves the optimal performance when embedding size = 256 
and Layer = 3



Experimental Results12

● RQ4: Can SmartGuard give reasonable explanations for the detection results? 

● A4: SmartGuard delivers highly interpretable results



Experimental Results12

● RQ5: Does SmartGuard successfully learn useful embeddings of behaviors and 
correct correlations between device controls and time? 

● A5: SmartGuard can effectively mine the contextual relationship between 
behavior and time.



Thank you!

• Speaker: Jingyu Xiao
• Codes: https://github.com/xjywhu/SmartGuard
• Homepage: https://whalexiao.github.io/
• Email: jy-xiao21@mails.tsinghua.edu.cn
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